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Non-technical summary

In this paper, I show that, combined with current academic publication practices, front line
empirical methods, while useful and effective to evaluate how a factor causes another, might in
some cases lead to conclude that effects are larger than they actually are.

Empirical studies often aim to get a sense of how a factor causes another. For instance, one may
want to evaluate the impact of a professional training program on wages. Such effects are often
challenging to estimate. A simple difference between the wages of people who participated or not
in the program may not reflect the actual wage increase brought by the program; people who took
part in the program might have earned higher wages even if they had not received the training.
To measure the actual magnitude of the effect of the program, researchers use a particular set of
methods. These methods while convincing may be imprecise. They can produce a rather wide
range of plausible magnitudes for the effect of the program. If one could reproduce the analysis
many times, on average, they would get to the true effect of this training program. Yet, for cost
reasons, analyses are often only carried out once. The lack of precision of the methods means that
a particular study can produce results that are quite far away from the true effect.

On the other hand, previous research has shown that publication practices favor results that
seem ostensibly non null; that is to say far away from zero. Now, if the true effect is close to zero
and the study imprecise, the published result will not only be far away from zero but also from
the true effect.

The set of methods mentioned above enables to convincingly measure how a factor causes
another. However, in this paper, I show that these methods are also more subject to the publication
issue described above. In some cases, they may be more likely than conventional methods to
produce effect sizes that are too large. I demonstrate that there is a trade-off between measuring an
actual causal impact and exaggerating effect sizes as a result of the publication problem discussed
above.

To do so, I first illustrate the importance of this trade-off by reviewing several subsets of
the economics literature. To study the mechanisms driving this trade-off more precisely, I build
simulations, generating fake data representative of real life situations. I have to rely on simulations
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because to evaluate how far the result of an analysis is from the true effect, one needs to know
this true effect. In real life cases, the true effect is never known (otherwise one would not build
a study to estimate it). Simulations enable me to define a (fake) “true effect” myself and to vary
parameters values to explore the drivers of the trade-off considered. Finally, I derive a formal
mathematical proof of the existence trade-off described above and of the impact of its drivers.

To conclude, I discuss potential avenues to avoid exaggerating true effect sizes. Computing and
reporting a very simple calculations may help evaluate the risk of exaggeration. I finally develop
a tool to highlight the overarching factor that drives the trade-off. This tool enables practitioners
to gauge where their study lies with respect to this trade-off.
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